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ABSTRACT

NASAG6s WFI RST mission includes a coronagraph instrumen
improvement irCGI model fidelityhas been made recently, alongside a testlggttontrast demonstration in a simulated

dynamic environment at JPL. Wwresent ourmodeling method andesults ofcomparisongo testbed $igh order

wavefront correctiorperformance fothe shaped pupil coronagrapAgreement between model prediction and testbed

resultat better than a factor of 2 hlhsen consistently achieved iaw contrast(contrastfloor, chromaticity, and
convergencg andwith that comesgood agreementn contrastsensitivityto wavefrontperturbatios and mask lateral

shear

Keywords: High contrast imaging,azonagraphwavefront seang and control, model validatioexoplanetsWFIRST-
CGl, shaped pupil coronagraph

1. INTRODUCTION

NA S A @ile-Field InfraRed Survey Telescof@/FIRST) mission includes a coronagraph instrument (CGl) for direct

imaging of exoplanetandtheir spectral characterization-@]. To achieve and maintain high contrast thoe desired

science goal, CGl employs a dual wavefront sensing and control (WFSC) sgst@worder WFSC subsystem using a

Zernike wavefront sensoand an electric field conjugation (EFC) based high order subsysteam. Thy st emdés abi |
suppress star ligldnd maintaina high contrast dark hole (<4® in a simulated dynamic environmenasvrecently
demonstrated on Occulter Mask Coronagraph (OMC) testbed g4B]LParallel to this technology developmenttie

ef fort t o adWaCmodel fidelhyeas iCv@libé cucidbr error budgeng, flight system desigandfligh
systemperformanceverification and validation

Coronagrapimodelinghas been mostly based anassumed system with realishat often syntheticimperfections and
limitations of optic componen{g~9]. It hasbeenextensivelyused to study throughputandwidth and sensitivity to
perturbation of variouscoronagraplarchitectureand deggn, and is the basis of many error budgstimationsAs such
modeling has beemostly focused ondeterminingthe requirement on the most sensitpgrametes. Perfomance
modeling with asbuilt real systemhasbeenrelativelyuncommon and dimited successdue tovarious difficultiesin
testbed environment~or examplepoorly understod incoherent light othe testbedhasoften plaguedthe WFSCeffort
in reaching the designembntrast flooron testbed. Accuratealibration can also be challenging.g., t is difficult to
measure the shaped pupidskwavefront erromwith phase retrieval methodsie to limited clear areln [10], for example,
themeancontrast changéthe quadratic coeffient of the contrast withcculter maskateraltranslation was predicted to
~ 67% oftestbed resulivhile meanraw contrastdiffers from testbed resulty a much larger factor (up tofew orderof
magnitudein some cases)n a more recent studyL1], Jacobian erroin testbed controlvasshown to account for the
difference between testbedsultand model predictioon raw contrast floorAs remarkable as it jshefact that itused
time-consumingpostWFSC measuremeiidacobianlatamakes iless practical fom model as a tool fothe purpose of
error budgeng or flight system desigand verificaiton

During the past yeamur effort continuedin pushingthe limit of coronagraphmodel fidelity with an emphasison
improving themodelprediction oftestbedraw contrastThisemphasi®n raw contragpartly reflectsthe fact thathere is



relative success arontrastsensitivitypredictionin thepastbut much less so on contrast floBut asimportantly it also
reflectsour thinking thatkey performance metrics abronagraph operatidio CGI science goal include contrast floor,
efficiency in reaching the contrast flot low flux), androbustness$o contrasinstabilityin presence of somsommon
disturbancefl?]. Hence, a good model would require accurate predictions on all these aAfhdletthe stability to WFE
perturbatios more directly relates tfalse positive probabilitin scienceamages (of differential detéon), we note that
the sensitivity tovariousperturbation isoften proportional to (thepre-disturbed contrast itself Thus confidence and
accuracy irpredicting rawcontrastshould improvehoseof the contrassensitivity.

In the following we present ouBPCmodeling method ancbmpare our modg@redictiongo thatof testbedesults, using
available preWFSC calibratios from WFIRST CGI Mlestone9 (MS9) and subsequentesbed runs Significant
improvement in model fidelitgomesfrom: 1) better understanding and inclusion of testbed imperfections in the model
(e.g, chromatic pupil aberrationsgnd 3 incorporation of testbelike WFSC operation features shcas probing,
deformable mirrowoltage constraints, regulapdates of the contianodel, etcTestbed error budganalysisand Monte
Carlo modelingncorporating estimateghcertainties help to identify the most critical (or missing) testbed knowledge that
impacts contrast floor and/or convergengea result, detter than a factaf 2 agreement between model prediction and
testbed resuthasbeen consistently achievedraw contrast floor, chromaticity, and convergeniceterms of sensitivity,
which we managed to dofew important onegeven though not the original focus of tsteidy) theagreement is even
better in generalvalidatingthe notion that the better agreement in raw contrast the better in contrast isgrd#o/
Testbed contrast performance enhancement from the modeling feedback further confimodeb s dideldyd

A few notes before we go to detai&ncean EFG-based WFS@oes not respond ttnmodulatedificohereny light, all

of our comparison to testbed results are limited tmlntated(coherent)part of testbed resultAlso, eventhough both

nulling and contrasimaintenanceainder dynamic conditional weseiccessfullydemonstrated, the focus of this study is

limited to the static higlorder WFSC partNo dynamic loworder WFSCcontrast stabilityperformance modeling beyond

Zernike sensitivity studis in our scopelLastly, hr oughout the paper, we mostly wuse
which is thespeckle intensity normalized layPSF peaknapwith coronagrapit mask (the peak of the PSF changes with

radial offset due to occulter transm@@s). Occasionally we use fAnor mal iofzcenttastivhichisthes i t y o |
speckle intensity normalized by the PSF paalorigin without includingcoronagraptt maskthroughput Contrast is
generallyworse than normiezed intensity neaheinner working angldy this definition.

2. TESTBED SPCMODEL SETUP AND MODE LING APPROACH
2.1 OMC testbed layout and SP@oronagraph mask

The test data used in thagidywere collectedrom theOMC testbedvhichis commissionedor WFIRST-CGItechnology
developmenat JPL.Figure 1shows itdayoutschematicThe OMCcombines bothHybrid Lyot coronagraphHLC) and
ShapedPupil coronagraphgPC)in one opticdayout, and comesvith anoptical telescope assembI®TA) simulator for
simulating dynamiavavefront disturbancedt also includes &Zernike wavefront sensor base@WFS/C which uses
rejected star lightfrom occulter maskjo sensalisturbancesnd control through fastteeringmirror (FSM) andone of
the twodeformable mirras (DMs) to correct lineof-sight and loworder WFE respectivelylthoughthe OTA simulator
was later replacedwith an OAPto reducedarge incoherent lighthat plaguedWFSC during much ofthe early times of
OMC operationthet e s t dibiditgdté isject and correct focugitter or line-of-sightretained. More detailed description
of the testbednd testbed operatiaan be found in4-6].

The SPC maslnstalled on OMC testbefdr this study, shown in Figure & for the characterizain mode for eventual
use with the integral field spectrografRS). It is similar to previousdesigrs [13].

2.2 SPC Baséine Model

Rather than a full propagation diffraction model that is often used for coronagraph modeling at JPL, a compact SPC model
is used for this purposeériven largely by the computation need as well as the fact that it is the choice used on OMC
testbed. As shown in Fig.3, the compact model starts from DM1 (a pupil plane), Fresnel propagates from DM1 to DM2
(and back to DM1, equivalent to next pupil plarem)d uses Fourier transforms for all of rest of propagations between



pupil plane to focal plane. Except for the shaped pupil mask WFE, which is put at shaped pupil plane, all the rest of system
aberrations are compressed into a single entrance pupihduest All aberrations are phase retrieval (PR) measured as
they exist in the systemTypical testbedpupil WFE (before DM flattening)s on the order of100nm RMS pupil

amplitude ~6.5%RMS (shown inFigure 3for Config 1), and SPMWVFE ~ 40nm RMS§mosty astigmatisn), all of them

larger than what expected in a flight syst@&@asides aberrations, DM registrations, and masks alignments, and DM gains
are the only other calibrations that go into the model.
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Figurel. OMC testbed layoutThe originalOTA (in the center ofellow rectangulainser) was used inConfig.1
butwasr e pl ac e d ib@onfi§g2 EPM:GosdP plane mirrgriSPM: shaped pupil maskSM: faststeering
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Figure 2: @ronagraph masks used in this study. irkeft: testbed entrance pughapedgupil
mask occultermask, and Lyot stop mask
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Figure 3: Compact CGI model is used in this study



The WFSC method usedttse standardmageplane base&FC algorithm 14, 15] on both testbechodeland prediction
model In this approach, the field gensedhrough amodetbasedpairi wise DM probingmeasurement

R L RN WK =
D, i 1 4={EMR); @

whereP; are image plan@inaberratedfields due to probapplicationand are obtained by propagating the coronagraph
model with the probing fieldCombined with measurefl ;, the aberrated fiel# can then be estimateDuring control,
actuator adjustment at each iteration is fotmthe

Dh =8070 30 mé) diag( J J) | 'é’j E (3)

whereJ is the control matrix (aka Jacobian), which is a collection of (linear approximation of) image plane electric field

response to each act uat o rthbosgh modeldis calculatednby prdpagatiachkoeghtifep u p i |

coronagraph mdel. b is a regularizationparametetto damp the imperfeatontrol due to nonlinearity approximation,
imperfectsensingas well as imperfect system calibration.

Note that bth sensing and control involtkemodel with known calibration inputs.

While there is simplification in terms of using compact model, in atspectsmoretestbedWFSCoperation features
andconstraintsare includedn our SPCmodelthan in a typical coronagraph modeling practideeseincludes

1. Initial low order pupil WFE flattening ( a kDM flateningd )On testbed, it is donthrougha few iterations of
phase retrieval measamentand application of DM voltag&.o simulate thisri the model, we useeasuredollective
WEFE inputand then fit it to the DM surface and smotib fit for a few iteratios (This part is normally implemented
in typical coronagrapimodelng if not starting with flattened pupil aberration input)

2. Electric field (E-field) sensing/ estimation In the pasttoronagraphmodeling often skipedthe sensing part,
practically assuming perfect knowledgdrfge plane Hield that is used to compute the DM voltage adjustroent
nextiteration. The testbed, of course, senses thigeld imperfectly through a paivise probing procedurdn our
model, we also implemesd the pair-wisedprobingwith finite subbangrobing to get the estimatedfteld at each
iteration.

3. Regular update of control matrix ( aka & Jac obi Botldtestban rand Godal ates iinagd plbased
WEFSC algorithmwith control matrix calculated based on coronagraph mbued to impefect or sometime missing
knowledge (as well as the large aberration /misalignntteetnselveps of the asbuilt testbed optics, testbed found
regular control matrix update a necessityeffectivenulling. In our model, Jacobian is also recalculated on a regular
basis during the course of an EFC.run

4. DM voltage constraints andactuator neighboring rule. Again, typicaly coronagraphmodeling ignore the fact
that DM has limited stroke range (0~100 volt in our casth bias at 50V for DM1, and 30V for DNj)2andthat
there is safety rule put ingce that says any neighboring actuatsr v differeacg eannot be greater than 30V.
This is to prevenpotential DM facesheet damagdese DM constraints asimilarly implemented in oumodel.

5. Regularization strategy. Regularization strateggn testbedevolvedduring the course of MS9 effarfrom early
fi s t a nrelgalarizhtion(fixed at anominalb, e.g, =b3in Eqg (3), with occasionamanualadjustment now and
ther), to a new strateghat alternatebetweemominalandaggressive regularizatisoveriterations The aggressive
betaisf ou n d a sredularpationmmenlireearity sensd hislatter strateggomes fromin-depthSVD analysis

of Jacobian and ffield [6, 16. Essentiallyit was found that with small nomindd]] val ue, one correc

SVD modes with small DMtrokes(cheap) while an aggressivé]] val ues one is able to
modes with large strokgsnore expasive) but often causes worsening contr&tter contrast isichieved when
interleaving iterations atomind b with aggressivé than by using a fixed strategy at either regularization alone.

CC



Other parametersstrategieshe tedbed sometimes used duringFSCinclude dark hole weighting (g., more weight
near IWA), dark holeontrol region (e.g., larger betie regionthan the scoring/design regiprontrolbandgmoreandbr
incrementalapplicationof subbandg control gaingto further damp the imperfect controlfheseare not usedor not
consistently usedpr the SPC nulling runs used in this study, and wedbjat skip these operation featuiasmodeling
Additionally, detectonoisewasignored inastestbedvasoperatedvith bright pseudestarsin ahigh photon flux condition

2.3SPCHT e s t Imneddl and knowledgeuncertainty

The above baseline modakes known calibration inputto give a baseline prediction of testbed performare
calibrations are always less than perfecMonte Carlo(MC) techniquewas usedto enhance the robustness dhe
prediction Notet hat a 0 mandestbedn bathsenging gadfor probe induced unaberrateefigld calculation,

[P in Eq. ), duringestimation ofaberratedE field) and control partfér Jacobian calculatiodin Eq. (3)). In MC runs,

we use known imperfection parameters only in these;patibration error ishenadded for all contrast evaluation and

cal cul ati on of @ me hduring E fibld sepsing Tueforg thererarte effectively tyvo models used
together: one for control with our best understanding of the testbeda aedond with knowledge error (additional
unmeasured aberrations, mi sali gnment s, or mi scal i brati
system knowledge for contradVe s omet i me refer the model bkdd mMmadebhdded
The type and amoumf knowledge uncertainties that were used in our model are irsfEablel. They can be broadly

grouped in twocategories1) dignmenterror such as DMs, SPM, adter, Lyot stop,pseudo stasource,etc., and?)

aberration errors such as pupil phase and amplitude (achromatic in earls aeedll chomatic in later mods), and
SPMreflective surfacphaseEstimationsof uncertainty are not particulamigorousfor certain items butvereestimated

asbest wecauld at the timeBeloware some short notes on a few important calibraioors(also seg6]).

1. DM registration and gain. These calibrations and error es#tions are based on phase retrie®RR)(measurements.
First DM is poked ¢ftenin group ofactuatos), typically a few voltsfrom a flat WFE (or a decent dark hpktate.
Each actuator is then 5 DoF matchesing a measured influence functiam actuator pitch, orieation, and offset.
This data is also used to estimate individual actgdas. The procedure produsthe (mis)registratioinformation
of DMs relative to pupil, their gains, as well as uncertainty of them (the standard deviation of the collection of
individual actuat or dle mean gndsstandard deviatigives ahe dppeg bound of)the
uncertainty In many of the calibration sets taken, DM gain errors are typically found to be between 5 ~ 8%. A
conservative 10% is used agpepbound for DM gain error.

2. Pupil phase and amplitude. These are agaiobtained though PR measuremenDifferenceof measired WFEs
between two different timeare ewaluated and serdeas uncertaintyFor exampledifference between 1 hour apart
WEFEsis typically ~1Inm rms, & days apart have20hm rms and 43nm foa monthapart. The mean and standard
deviationof thesegives the upper bound of the uncertaifiypically testbed measures WFE at the beginning of EFC
run, whichmayon and off last a day or two. In our modeling, we put uncertainty error at 5nrmosity to account
for the testbed drift.

3. SPM WEFE. Thisis usually obtained as tliifference between measuremeiith SAM in and SR out. Shaped pupil
mask aberratiofis oftendifficult to measureaccuratelydue toits large opeimng area.During MS9, we have found
inaccuracy in PR processing of SPM from time to tikive. put uncertainty error at 5nm rms, mostly to account for
the PR accuracy.

4. Chromatic pupil WFE and amplitude. In early model,no measurement wasken for chromatic phaseand
amplitude across the entrance pupthe phaseerror was estimatedbased orpolarizationmoceling of pinholein
source headndof OMC testbedmirrors It was concludedhat small, long tunel-like commercialpin holesused
have significantly morevavelength dependendikely 0.03radorupdue t o di spersion of the
modes over the bandwid{10%). Additionally two OTA mirrors (PM andSM) havenon-negligible polarization
effect with about 3mrad rms wavelength dependent (&g a veaker chromatic amplitude as weNye put a
combined chromatic pupil WFBf 0.08radrmsand pupil amplitude of 2%s uper bound forConfig1 (see Sect.
3.1). InConfig2 where both original OTA and source head pinhedeereplacedthe amouns were reducedby a
factor of100.



Calibration errors are assumed to be simple Gaussian distribution. Each error instances are genetratechtes] a
Gaussianwith an upper limit as listed in Table 1 and truncation done-as ¥We generatd 20 sets of error instanges

but in reality due tothe timeconsumingexecutionof EFC iterations, onlg little over 10+ setsvererun.

Estimated Error
Parameter Name .. Note
Upper Limit
DM (lateral) decenter 75 um
S gEn DM rotation [0 0 03] deg [tip it clocking]
alignment
DM gain 10 pct
SPM (lateral ) decenter 32 um
e T e — [0 0 0.25] deg [tip it clocking]
manufacture error
SPM undercut 1 um, all sides Fixed in all MC instances, Config.2 only
Occulter (lateral) decenter 1 um Config.2 only
Occulter alignment Occulter defocus 100 um
Occulter rotation [0 0 0.5]deg [tip tilt clocking]
. Lyot stop lateral decenter
Lyot Stop alignment
Lyot stop rotation [0 0 0.5]deg [tip tilt clocking]
Source alignment Source lateral shift 0.125 W/D Config.2 only
pupil amp zernike term 2:3 slope-like amplitude droop
Pupil amp error Pupil amp zernike rms 2 pct
(Achromatic) Pupil amp high order From difference of repeat flat DM pairs mears
Pupil amp PSD rms 2 pct
Pupil WFE Zernike term 5115
Pupil WFE Pupil WFE Zernike rms 0.05rad @550nm dnft/change since last measured
(Achromatic) -
Pupil WFE PSD From difference of repeat flat DM pairs mears
Pupil WFE PSD rms 1.5 nm
SPM zernike term 15
SPM zernike rms 0.05rad @550nm less accurate PR due to thin edges of mask
SPM WFE
SPM PSD params = [SPdiam/pupil _diam spm_psd rms 4 3]
SPM PSD rms 1.5 nm
Chromatic Pol amp 2 pet +/-slope-like 7273 at end bands, % dependent
pupil WFE&amp | po wrE 0.08rad @550nm +/-Ast (Z526) at end bands, % dependent

Table 1: List of knowledge error terms and uncertainty bounds

3. CLOSE LOOP RAW CONTRAST

Throughout the course of CGIS9 coursemany reaiworld problems on OMC testbed, particularly the large unexplained
incoherent (unmodulated) light among others, took up substantial testbed time to diagnose and minimize it, making
frequent hardware changes along the way. This pasediditional challenge to our model validation effort, as only few
rounds of nulling runs performed along with needed complete testbed calibrations wer©takea other hand, élso

provided anopportunityto test our modelinderdifferent hardwarésoftwareconfigurationsin Table 2, we list two testbed
configurations for which we had calibration data to construct our SPC model and compare against testbed result



Src Testbed EFC . .

. COTS 1um, Mostly fixed Achromatic Incomplete model
Config.1 OTA-s 10 thick larizati
edills ESELiatzation Chromatic, estimated Imprecise data
) Long F# MDL 3um Alternating .
C 7 ! Chromatic; measured Better model and data
onfig QAP thin regularizations

Table 2 Testbedtonfiguratiors used in this study
3.1Performance comparisonof Config.1

We started out with testbeé€bnfig 1, which hasthe original OTA simulatorpart of the layout. fie pinhole inthe source
head is daserburntlumdiameter, 10unthick, andcommerciadly made This configuratiorturned out havingignificant
polarizdion effect that contribute to incoherent lighivhich the EFCis not designed to suppre@hough not in flight
relevant way, as the pinhole was part of the simulated star upstream of the corgnatpagver this fact was not
initially apparent to testbed and modeling teafs a resultpupil WFEwas measured at a single central waveleogti
(achromatic) that fed tboth testbed control model as well as in (baseline and early MC runs of) prediction model.

Figure4 showsraw contrast performance @onfig.1(note we usedormalized intensityn this plot). Clearly, thebase
model predictior(solid blue linehas large discrepanfyom testbed result (solid red lin€goarethe resultof early MC
runs(#1~5 dotted lines itheplot, just above solid blue lipgeven though they have included many knowledge uncertainty
as best as we can estimate, they didoome close to testbed result.
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Figure 4: Normalized intensity vs iteration, testbed datad seti line) vs model predictionSpnfig.1

After investigation indicatingpolarization effectbeing thelikely source of the observed incoherent light, we added
chromatic pupil aberrations due to polarization to our testbed error taniggsis(the incoherent part was ignored since
EFC wondét affect it; the polarizati on cr osmagrgeamsn wa s
We modeledchromatic WFEas astigmatismzZ5 Z6, opposite sigrat two endbands and wavelengtproportional,and

al



chromatic pupil amgstip tilt Z2 Z3, again opposite sigat two ends of bais and wavelength proportiondhe result

shows they would be top contrast floor contributors among other error sourediseVgut chromatic abeations with
estimateduncertainty in MC runs # 6 ~11 (dashed lines in Figur@H.result shows much betteagreement witlthe

testbed result. MC #12, the most matching ¢ras0.05rad (4.4nm rmsh end bands chromatic WFE, within 2X the
polarization modelingstimates. Both of itsontrast profile in terms of field positigiigure 5a) anghromaticity(Figure

5b) matctes well with tedied resultAside from a few bumps in testbed iteration curve, its (envelope of) convergence is
also remarkably comparablettte model prediction. The bumps in testbed curve were caused by manual control strategy
adjustment (regularization, number of subbands) intended to speed up the convergence. Note that in both simulation and
on testbed, nul | i ng erhtions pncentayétseback 1 pightmaguladzatioriiJacabtho by iquickly
returning to its nominal course. Figure 6 compares the predicted speckle pattern with that of the testbed result. Again, we
see good agreement in spatial content statistics.
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Figure5: Radial contradfieft) and chromaticityright) at final of EFC nulling

Figure 6: Speckle pattern of model prediction (left 6 subplots, per wavelength and then full bandwidth)
and testbed run result (right 6 subplots, per wavelength and théarfiglwidth)

3.2 Performancecomparison of Config.2

In a second configuration, the OTA was removed, in its
replaced by a thin 3um one made by the Microdevices Lab (MDL) at JPL, etched in silicon with clean edges. By this time,
we have measuraghromatic pupil aberrations in both testbed control model and our prediction model. Another important
change in model(s) is the use of a new regularization strategy (alternating nominal and aggressive regularization). Shown
in Figure 7, the tall spikes iteration curves are when regularization switched to more aggressive ones. Since the new



